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A variety of two-phase flow models can be derived following a few basic principles, which 
are here illustrated which no more generality than is essential. Among the models derived is 
one already widely used in applications. even though it is ill-posed in the sense of Hadamard. 
Final assessment of such models remains a distant goal, but will clearly involve numerical 
solutions; several methods in current use are discussed with a guide to selecting the one 
appropriate to a particular problem. E 1984 Academic Press, Inc. 
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I. MODELS 

1 .O. Preface 

The type of multiphase flow we will concentrate on in this survey typically consists 
of a mixture of water and air or of water and steam. Since we will allow the water KI 
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be compressible we might just as well from the start discuss the dynamics of a 
mixture of two compressible fluids, where fluid now means either liquid or gas. In 
that case it is better to adopt terminology proposed by Harlow [67] and use the word 
field rather than fluid. We are thereby not necessarily restricted to liquids and gases; 
our models and methods might (and often will) apply to mixtures of solids, liquids, 
and gases, or even to more esoteric situations in which one tield might consist of the 
laminar portion of a flow, the other the turbulent portion. The models we survey are 
notable for treating the fields as interpenetrating; that is, each has its own velocity 
vector field, and in the interesting flow region both velocity fields exist at every point. 
We are not, however, trying to present a general theory of mixtures; our fields are not 
mixing on a molecular level, as would two gases. At any time the spatial region 
occupied by field 1 in reality is disjoint from the region occupied by field 2. Inter- 
penetration arises by way of an approximation on a scale coarser than the molecular; 
we will discuss this in detail. 

1.1. An Example of a Multifield Flow 

The example we are most familiar with occurs in conventional nuclear reactors 
cooled by water under pressure. Such a reactor consists of a heat producing core and 
a system of pipes, pumps, accumulators, and heat exchangers through which, under 
normal operating conditions, there is a flow of mostly liquid water. Note that the 
complicated geometry makes this single field problem already nontrivial. If a large 
break occurs in a pipe there will be a sudden depressurization and the water will 
begin to turn to steam. Figures 1.1 to 1.4 show a variety of steam-water 
configurations that can occur as the pressure in the system drops. 

The presence of such topologically complicated interfaces, and the transitions from 
one type to another, suggest the need for a multifield model of the flow. 

1.2. The Local Description 

Suppose there are two fields which in reality occupy disjoint time-dependent 
domains Q,(t), i = 1,2. There will be two systems of partial differential equations 
describing the state of the fields, each system being valid in one of the Qi. Thus, we 
may write 

&,(x, t) 

at 
= LqwJ, for x in Oj,x= @i,x2,s3), (1.2.1) 

water 

FIG. 1.1. Simple phase front. 
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FIG. 1.2. Bubbly mixture. 

Liquid Aquid 

FIG. 1.3. Annular flow. 

Liquid 

FIG. 1.4. Slugs, etc. 
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where wi is the state vector of the ith field, and ik;: is an appropriate partial 
differential operator. For example, if each field were inviscid these would just be the 
Euler equations. 

Additional conditions must be imposed in order to have any chance that a given 
initial state will evolve in time in a unique way. First, if 

and 

sJ=n,un,, 

3.0 := boundary of Q 

then boundary conditions must be imposed on aJ2. Second, conditions must be posed 
on the separating interface, that is, on 

s(t)= (an,uaa,yaa. 

BASIC ASSUMPTION. We will assume that Eq. (1.2.1) together with the initial data 
and boundary and interface conditions uniquely determines the state vectors wi(x, t) 
and the domains ai( within some class of phJxically correct solutions. 

The collection of differential equations and extra conditions is called the complete 
local description of the flow. Clearly, except in very special circumstances, it is 
impossible to compute the flow using the local description. It is necessary to resort to 
models which suppress some details of the flow, but are computable. Although this 
can sometimes be done using physical first principles, it has long been recognized 
[l-5], that averaging of the complete local description provides a rational procedure 
for deriving models. 

1.3. Averaging 

The standard reference on averaging as a means of obtaining practical models of 
multifield flow is Ishii [ 11. Ishii concentrates on time averaging, but he discusses and 
provides references to spatial and statistical averaging; [65, 66, 681 are also excellent 
sources. In Section 2 we give some detailed examples of averaging; here we only 
sketch the basic idea. 

We begin by supposing that the state vectors 1~~ depend on some vector parameter 
r (which could involve the space and time variables). This parameter varies over 
some set Ri which may depend on x and t. Thus, 

wi = wi(x, t, r), r in Ri(x, t). 

We want to replace the point functions ).vi by integrals over the Ri. Thus, we suppose 
that integration is defined over Ri ; let 

d= dr. 
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Applying ..< to Eq. (1.2. l), we wish to consider 

where 8, = a/at, and 

cj = [atL<wi - LqJ$Wi)] - .Jqa,wi - Y;(wi)]. 

The commutator Ci depends on averages, local quantities, boundary values, and 
interfacial values. To close the system Ci must be replaced by someting which 
depends only on averages and interface descriptors. When this is done the following 
general system will result: 

plus boundary conditions. The Qi represent the averages, while the oj are the interface 
descriptors. q and -4 are differential operators which couple the averaged fields. 
These operators should be chosen so that the usual total conservation laws are 
satisfied by the averages. 

1.4. Nonequilibrium Models 

Except in the special case of a completely homogeneous mixture, multifield flow is 
intrinsically a nonequilibrium process. Although we will always assume that each 
field is in local thermodynamic equilibrium. the different fields are not in equilibrium 
with each other. The reader familiar with nonequilibrium gas dynamics will see that 
the crj play the role of nonequilibrium parameters obeying certain rate equations (see 
[6]). In our case we must supply rates of transfer of momentum, mass, and energy- 
from one phase to the other, in order to close the rate equations. These must usua!ly 
be obtained from empirical data, and they are a major source of error. 

2.0. Noninteracting Fields 

In this chapter we amplify the abstract discussion of averaging given in 
Subsection 1.3. The first example is the reduction of 2-dimensional stratified flow to 
one dimension, which is very closely related to the area-averaged l-dimensional flow 
of a gas in a variable area duct. We do this in great detail. with a statement of all the 
closure assumptions that are made in order to have the number of unknown functions 
be the same as the number of equations. With the minimal number of such 
assumptions we obtain a rather large and unwieldy system of partial differential 
equations: this system is not offered as a practical model but only as an illustration 
of the full averaging procedure and of the difftculties caused by allowing the two 
fields to have different velocities. To do this in complete detail for multidimensional 
flows with a complicated interface would require as much space as Ishii’s book; 
instead, we will try to convince the reader that our example is already decisive for the 
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general form of the averaged equations, with further differences occuring only in the 
coupling operators gi,J4 of Subsection 1.3. 

2.1. One-dimensional Strat$ed Flow 

The flow to be considered here consists of two inviscid fields between parallel flat 
plates, separated by a smooth single-valued surface, as shown in Fig. 2.1. 

The flow is assumed to depend only on the longitudinal variable x and the axial 
variable ~7, and time. Heat conduction, external forces, and transfer of mass, 
momentum, and energy between fields are assumed to be absent. This is described by 
eight local field equations, 

a,p;. + a,@;. zii) + a,,@;. Cj) = 0, (2.1.1) 

a,@;. Ci) + a,();. c; + &) + a,& zii Ci) = 0, (2.1.2) 

a,@;. Ci) + a,@;. zli ?Ti) + a,,@;. v’; + p’,) = 0, (2.1.3) 

a,@;. Si) + a,@;. zij s”J + a,@;. 27i &) = 0, (2.1.4) 

where pi =pi(x, y, t) are the local densities, zii and fii are the longitudinal and 
transverse velocities, jIi the pressures, and ,!?i the entropies of each field. For i = 1 the 
equations hold for 0 < y < da(x, t), while for i = 2, ad < y < d. In addition, there is 
an equation of state for each field, ji = fij(‘Ji, gi), and the temperature ?-i and internal 
energies .Ci satisfy Fi dgi = dCi + yid(jTi). 

The averaging operators are 

I 
ai -4 = dy, i= 1,2, 
at-1 

where a, = 0, a, = ad, az = d. Let 8 stand for 8, or a,. Then for any smooth 
functions a(x, t), b(x, t), 

s b(x,t) 

s 

bLx,t) 

3j-dy=a f dy - [f(x, b, t) 3b - f(x, a, t) aa]. 
c7Lx.f) cl(X.f) 

Field 2 

------- -I 

d (I-0) 

Field I 

t 

da 

(2.1.5) 

FIG. 2.1. Stratified flow. 
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We adopt the following notation: 

Then applying -6 to the ith equation of (2.1.1) and using (2.1.5) produces 

The following boundary and interface conditions are imposed: 

Boundary Condition BCl (normal component of velocity zero at the horizontal 
boundaries), 

p = $ = 0. (2.1.0) 

Interface Condition IC 1 (streamlines form interface), 

a,a, + u^,a,a, --$=O, 

n 
B,n,+u^,6,a,-$=O. 

(2.1.7) 

(2.i.S) 

With these conditions (2.1.1) becomes 

ar(aiPi) + a,(ai@u>i) = 03 

expressing the conservation af mass of each field. 
Going through the same operation for (2.1.2) leads to 

&(a,@u)J + ~,b,(@u’), + PAI = Aad 

and 

(21.9) 

&@2@u>2) + ax[a2(@u2)2 + Pdl = - Aa,ch. 
The total longitudinal momentum will satisfy a conservation law if 
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Interface Condition IC2, 

$1 = fi, := p^, 

in which case (2.1.2) becomes 

af(ui@u)i> + 2.r[ai(@u2)i + Pill = baxai* 

The entropy equation (2.1.4) goes into 

a,(a,@S)i) + a,(C!i@US)i) = 0. 

(2.1.10) 

(2.1.11) 

(2.1.12) 

The transverse momentum equation becomes 

W,@P>,> + ~,(al@u~),> = (p’” - W, 

aLa,(w + ~,MPu~),> = (8 - Fd)/d. 

To get rid of p”” and ed, we have 

Boundary Condition BC2 (rigid boundaries in terms of average pressures), 

-0 
P =Pl, jd= PI, 

so 

at(ai@u)i) + a.JaAPv>i> = (~1)~ ($ - Pi)/d* (2.1.13) 

Neither (2.1.3) nor (2.1.13) appear to conserve total transverse momentum, but 
symmetric extension into d < 4’ < 2d conserves total momentum in 0 < y < 2d 
without changing the solution in 0 < y < d. 

We have not really introduced any approximations up to this point, but the time 
has come since we have many more unknown functions than equations. We make the 
following standard closure assumptions, which are motivated not by physics but by 
the need to have a tractable model: 

ui :=@u)i 

Pi ’ 

@u’)i := piu;, 

@5qi :=pisi, 

@US), :=piuisi. 

We also need an equation of state for the average pressure pi. We have little choice 
but to set 

Pi = Fi@j 5 si>, 

e, = Ci(pi, S,), 
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and 

Ti = @pi, S,), 

so that 

Ti dSi = de, + pi d(l/p,). (2.1,14) 

We can now derive total energy transport equations. For the internal energy we 
have 

a,@iaiei) f ax@iCfiUiei) + pf[afai + a,(aiUi)] = 0. 
For the longitudinal contribution to the kinetic energy the equation is 

at(aipi+uf) + a,(uia&4f) + uiBx(a,p,) - uij+axai = 0. 

The transverse contribution is 

~t(aipi~~~;) + ~,(u,a,p,~cf) - q(4)’ ((j? - pJ/d) = 0. 

Then 

~~, ii,[p,ai(e, + GUI” + ~Vi’)] + ax[UipicCi(ei + fUj- + ~Ui’j + aiUipi] 

+ piarai + uipia.rai - ui$axai -2),(-l ji ((3 - Pi)/d) = 0. 

This becomes a conservation law if 

(2.1.15) 

There is only one simple way to use this, and that is to adopt 

Interface Condition IC3, 

ci = ui, i= 1,2. jz.n.16) 

Then using (1.1.7), (2.1.8) in (2.1.15) we obtain 

(~xaI)[~IPI - uzp2 - P”(u, - 4) + f;,(d - PJ - UB - PAI = 0. (2.L17) 

Among the intinitely many ways of satisfying (2.1.17), three seem particularly 
attractive. 

System A: zZ, = ur, u”, = u2. 

There are now the eight field equations (2.1.9), (2.1.1 l)? (2.1.12), (2.1.13) and the 
two interfacial transport equations (2.1.7), (2.1.8), or 10 equations. But there are also 
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10 unknowns, namely, p,, pz, u,, u*, vr, v2, S,, S,, a, 6. Notice that everything but i 
can be advanced in time by a partial differential equation. If we replace (2.1.8) by the 
compatibility condition 

(4 - UJ a,a = (0, - v,)/d, 

then it is that condition which has to determine b. System A seems to be new; it 
would be very difficult to solve numerically. 

System B: u”, = u^, = (u, + u2)/2, B = (PI + P*)/2* 

Now there are 10 equations, but 9 unknowns. This can be fixed by setting 
v, = v, = v. Now (2.1.8) is superfluous, and if we add together the two transverse 
momentum equations (which does not affect the energy balance) there are eight 
unknowns and eight equations, namely (2.1.9), (2.1.1 l), (2.1.12), (2.1.7), and 

at[(aIPI + wJ VI + ~,[kw~, + whd 01 = - ((PI -d/4. (2.1.18) 

This is a very interesting system which was discovered in 1976 by Ransom and 
Schofield [7], who also did some numerical experiments comparing System B with 
System C, obtaining comparable results. The report by Ransom and Schofield was 
not widely circulated, so System B has not received much attention. A recent paper 
by Ransom and Hicks [18] is based on the earlier report. 

SystemC: fi=pl=pz. 

There are too many equations, and the only sensible ones to drop are the two inter- 
facial transport equations and the two transverse momentum equations. This leaves 
six equations, 

~,(wJ + a.daiPi ui> = 03 (2.1.19) 

af(aipiui) + ax(ajpiUf) + aia,JJ = 03 (2.1.20) 

at(aipiSi) + ax(aipiSi) = 0. (2.1.21) 

This is the basic equal pressure model, which, in spite of mathematical difficulties to 
be discussed in Section 2.3, is the basis of the successful TRAC code [8]. 

2.2. Three-dimensional Irregular Flow 

The extension of the simple example of the previous section to other types of 
averaging for irregular 3-dimensional flows is not trivial, but it does not differ in prin- 
ciple from that example. One obtains mass, momentum, and energy equations as 
follows: 

ar(aipi) + V * (aipivj) = 0, (2.2.1) 

af(olipiVi) + V . (aipiViVi> + V(a,Pi) = $Vai, (2.2.2) 

at(aipiei) + V . (aipiviei) + pi[atai + V . (aivi)] = 0 (2.2.3) 

(ai is the volume fraction of the ith field; vi is its velocity). 
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System C is obtained by setting p” = pi = p. System B can be generalized by setting 
$ = f(p, + pz) and th en setting w = f(v, + v2) in the a-transport equation 

ata, + w * va, = 0. (22.4) 

Yet another possibility has been suggested by Harlow and IIolm. Associate a mass 
density M moving with the surface such that 

M(a,w + w. Vw) = (pz - p,) Oa, (2.2.5) 

and 
a,M+V.wM=o. (22.6 j 

In addition, drop interface condition IC2 (Eq. 2.1. lo), using instead fi, = pi : fiz = p2 I 
Then Eq. (2.2.2) becomes 

at(cfipivi) + V - (aipivivi) + aiVpi = 0. (2.27) 

The full system (2.2.1), (2.2.7), (2.2.3), (2.2.4), (2.2.5), and (2.2.6) conserves 
momentum and energy provided we include Mw in the former and fM / )\!I’ in the 
latter, 

Note that formally passing to the limit M= 0 produces pl = pz. The relation 
between this model and others would be worthy of further study. 

2,3. The Basic Model 

The main purpose of Subsections 2.1 and 2.2 has been to illustrate the averaging 
procedure. It is, in fact, a rather subtle process which is certainly deserving of the 
detailed attention given to it in [l and 31. Rather than attempt additional 
development of these ideas, we are going to simply accept the basic equal pressure 
model and its extension to three dimensions. Let vi = velocity vector of ith field. 
Then 

and either 

aj(ajPj) + V * (CtipiVi) = 0, 

aj(ajPjVi) + V * (Cfjpj V; Vi> $- aiVp = 0. 
(X3.1) 

or 

af(ajpjSj) + V ~ (CYl’ipiSjVj> = 0, 

or 

B,(ajpjei) + V * (CtjpjejVj) + $Jjil,(aj) + V * (ajvj)] = 03 

where 

aj(ajpjEj) + V ’ (ai@jEj + p) vi) + p3t(Uj) = 0. 

Ej = ei + $vj . vi. 

Note that the momentum and total energy equations of the individual fields are nsl 
in conservation form. 
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Under the assumption of equal pressures, these are the equations that one arrives at 
by averaging, whether it be time, space, or statistical. The complicated interface 
between the fields, as would exist, for example, in bubbly flow, is entirely absorbed 
into the quantity aj, which is now no longer the height but is the volume fraction of 
the ith field. This is the basic model which, although derived in a physically 
reasonable way, suffers from a serious mathematical difficulty: the system of partial 
differential equations is ill-posed in the sense of Hadamard [9]. More precisely, if we 
write the system in the form a,u + A8,u = 0, then the matrix A has a pair of complex 
eigenvalues in the physically interesting region of state space. This is proved in 
Appendix 1, although it has been known for a long time. The physical basis for this 
was already perceived in [lo], but it is discussed in the present context in [ 11, 121. 
This means that the solutions probably do not depend continuously on the initial 
data, at least not in any of the function spaces commonly used in the theory of partial 
differential equations. This is proved for linear equations in [ 131. For nonlinear 
systems of the type being considered here, Lax [ 141 proved the nonexistence of a 
bounded integral of the solution unless the eigenvalues of A are real, which is pretty 
strong evidence that continuous dependence is lacking for our nonlinear system. 

Problems which are ill-posed are difficult, but not hopeless. However, certain 
compromises have to be made: regularizing terms may be added to the equations, the 
initial data may have to be restricted to subsets of function space, or it may be 
necessary to use some notion of generalized solution. An example of this is the 
backward heat equation, on which there is a large literature [ 1.51. A more naive 
example would be any process which leads to a divergent infinite series 

with the property that $” ai1 pi 

is accurate for fixed N and ,I sufficiently large. A practical example of an ill-posed 
problem can be found in geophysics, wherein one needs to solve the inverse problem 
of determining properties under the earth’s surface from seismic data. 

There are three facts that might contribute to a mathematical foundation for the 
basic model. The first is that the matrix A has two real genuinely nonlinear eigen- 
values (in the sense of Lax [ 161) which give the system wave pressure propagation 
properties analogous to those of gas dynamics. The second concerns something left 
out of the model, namely viscosity. With the inclusion of any nonzero viscosity, no 
matter how small, the basic model becomes well-posed in the sense that for the 
linearized frozen coefficient problem, perturbations of wave number k are bounded as 
k+ co, for any fixed time. This is shown rigorously in [ 17, Eqs. (6 la, 61b)], where 
for a perturbation with space time dependence exp[i(& + kx)] the dispersion relation 
is shown to be the following (in the case pi = pi(p)). There are four values of L(k), 
two of them have the form 

A and B real, B > 0, 
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and two of them have the form 

1, = ia2k2 + O(kj, 

where a2 > 0 is proportional to one of the viscosity coefficients. Then 

/ eiQ ] < constant, k+ 03, 

, ei.ldt~ < e-nzk’teckt, c some constant > 0, 

+O ask-+ co, tfixed. 

Thus, it seems improper to consider the behavior of the differential equations at 
arbitrarily small wevelengths without including viscosity, which is not zero for real 
fluids and gases. 

The third consideration is that the basic model is the formal asymptotic limit of 
System B (Sect. 2.1) as d -+ 0, and System B is not ill-posed. In fact, for System B it is 

- - 
easy to see that the characteristic speeds are U, f ci, u1 f c?, U, U. u,, uZ, where ci is 
the sound speed of the ith field, and U= (u, + u&2. 

In spite of the above, from a strictly theoretical viewpoint the situation is still very 
unsatisfactory. Approximate solution makes little sense uniess there is some means of 
establishing continuous dependence of solutions on the data. A recent step was taken 
in [ 191, where it was proved that solutions of the single pressure model do depend 
continuously on initial conditions if the class of solutions is restricted by certain a 
priori bounds. These a priori bounds arise in a natural way from the bare fact that 
the equations were obtained by an averaging procedure; hence the result is potentially 
much more general then Eq. (2.3.1). The proof does not involve linearizing the 
equations. 

2.4. Other Models 

Several models have been proposed which are fundamentally different from the 
basic model. One of these can be found in [20 and 211. It is based on the hypothesis 
that there should be an equation of motion for the mixture, that is, if 

and 

urn = 
ha1 4 + P2a2u2 

Pin ' 

then one requires 

(2.4.1) 

which is not true for the basic model. For the latter, 

PAat% +U,a,U,)+a,[P,a,(u,--U,)2 +Paz(u2--u,)2]+~,p=0. (2.4.2) 
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In order to achieve (2.4.1) the individual momentum equations are taken to be 

a,@jaiUi) + a,@,aiuf) - a.,piai(uj - z&y] + aiaxp = 0. 

It is not claimed that this model applies to stratified flow, but many arguments are 
given to establish its validity for dispersed flow. See [3 l-341 for critical comments on 
this model. 

An unequal pressure model has been proposed in [22]. The interfacial condition 
(2.1.10) is changed to 3, = pI,p”* = p2, Then an a-transport equation of the form 
AB,a + Ba,a = C is proposed. This transport equation renders this system well- 
posed. 

There are other models for special situations. For example, in the flow of dusty 
gases the momentum equation for the dust field has no pressure gradient, and the gas 
field momentum equation has a pressure term with coefficient one. This is also called 
dilute gas-particle flow [ 571. 

3.0. Interacting Fields 

Noninteracting fields communicate with each other in only two ways: because they 
cannot occupy the same volume at the same time (i.e., a, + a? = l), and through the 
pressure terms. In most applications there are more obvious mechanisms for 
interaction at the interface: transfer of mass through evaporation or condensation, 
with associated changes in momentum and energy; momentum and energy transfer 
due to friction; mutual forces such as surface tension and buoyancy or other stresses. 
In the following sections we will take up some of these issues, in as elementary and 
direct a way as we can. 

3.1. Mass Transfer Effects 

Suppose field 1 is steam, field 2 is water. Let r be the rate of production of steam 
mass per unit volume. Then the mass conservation equations become 

ar(“jPi) + a,& ufP,) = ri 7 

r,=r=-r*. 
(3.1.1) 

The quantity r must be given as a function of the other variables. 
The effect of mass transfer on the momentum equation is less clear. Conservation 

of momentum requires that the form be 

af(aipiUi) + a.JClipiUf) + aiaxp=Mi, 

Ml = -h4*. 
(3.1.2) 

M, should be a velocity times r, but what velocity? A convenient choice is 

u1+ u2 ikr,=cr, G=---, 
2 
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but this is not dictated by any physical principle. What makes it convenient is that 
the total kinetic energy equation is the same as it was with M = 0, that is, 

C Lat(+%Pi i> x u2 + a ($4iaip$f) + uiaia,p] = 0, (3.1.3) 

i=l 

We leave this to the reader, but the following relations will help. For any_J; let 

Then 

Dif=a,f+uia,J 

Dff = af(aiPif) + ax(aiUipif)~ 

Dyf =aipiDif +JT,. (X1.4) 

Use this with (3.1.2) and f = ui to get an expression for D,u,. Then use it again with 
f = ;uf to get (3.1.3). 

It follows from (3.1.3) that total energy will be conserved if 

at(aiPiei)+ ax(aipieiUi)+ p[a,Cri +a,(CfiUi>] =Li, 
L,=-L,=LT. 

(X1.5) 

Then L is the latent heat of vaporization, which like r must be given as a function of 
the other variables. 

Without mass transfer, the assumption of entropy conservation for each phase led 
us to the correct form of the internal energy evolution equation. Now, having the 
correct energy equation we can find the entropy evolution equation. Several 
applications of (3: 1.4) and the fact that aiDi@,) = ri - pl [a, a, + a,(aiui)] produce 

at(aipiSi)+ax(aipiUiSi)= iSi--& ei++ +--- Tie 
1 

Ll 
L [ I i 7:i 

(3.1.6j 

and therefore 

Let 

581:56:3-2 
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The second law of thermodynamics requires that the right side of (3.1.7) be 
nonnegative, i.e., 

(3.1.8) 

This is a constraint on r and L; a simple way to satisfy it would be to set 

for some positive constant r. 
In the special case T, = T,, the constraint on r agrees with intuitive notions of 

boiling and condensation. To see this suppose the fields are described by a van der 
Waals equation of state (see [23]). The latter has the form shown in Fig. 3.1. The line 
AB is called the Maxwell line and is defined by the condition that the area in the 
loops above and below the line are equal. Suppose that the curve for u < t’c 
represents field 2, and that it represents field 1 for v > uD. Since TdS = de + pvd, the 
equal area condition says that it field 2 is in state P, , v,~ , e,, S, , T,, , and field 1 in 
state P,, etc., with pA = pB = p, T,4 = T, = T, then 

Since all the variables can be expressed as functions of T and p, this defines p as a 
function pslr(T). Then a mixture of the fields is in equilibrium-meaning that the 
entropy of the mixture is greater than the entropy of any other mixture-if 

T, = T, = T, 

Pl= P2 = P = PSAAT)~ 

u1=u2=u. 

(This also defines an equilibrium mixture equation of state, which will be discussed in 
Sect. 4.) 

FIG. 3.1. Van der Waals isotherm. 
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FIG. 3.2. Nonequilibrium pressure. 

Now, suppose our two fields are at the same temperature, T, = T, = T, but not in 
equilibrium. Suppose for p = pu, Sp > 0. If the line A2Bl in Fig. 3.2 is at pressure pa 
then the area of the loop above the line A2B1 is greater than the area of the loop 
below A2Bl. But then A2B1 is below AB, that is, p. < P~.~~(T). But this is when we 
expect boiling to occur, that is, r > 0. If @ < 0, then it is easily seen that p. > ps4r. 
which leads to condensation, i.e., r < 0. 

3.2. Mutual Forces 

Any force that one field exerts on the other must appear in both the momentum 
and energy equations. To the right side of (3.1.2) must be added a term Fi, with 

F,=-F,=F. 

Then (3.1.3) becomes 

i: [a,(~UiPiu:) + ax(~uiaipiuf) + ~iaialp] = (~1- ~2) F. 
i=l 

4n important, if not the most important force is frictional drag, for which 

F = )L(u2 - uJ A>0 

(1 has dimensions density over time). Then 

(u, - u2) F = -l(u, - u~)~. 

Now the Li in (3.1.5) must have the form 

L, = LT+ B;l(u, - u*)2, 

L?=-LT+ (l-e)a(U,-u~)~. 

For the total entropy we can have 



380 STEWART AND WENDROFF 

so the frictional drag increases the total entropy (in fact, it does not decrease the 
entropy of either field). One problem here is that the choice of 0 is not at all clear, 
although it would seem that 0 should vary directly with CL 

There are other forces that can be important. Among these is the force due to 
virtual mass. Attempts to model this effect in one dimension are to be found in 
[2,24-271. These references do not agree on the form of virtual mass terms. 

3.3. Surface Tension, Heat Conduction, and Viscositql 

The importance of these effects will of course depend on the particular application. 
To be completely correct they should be included at the outset in the complete local 
description of the flow, as in [ 11. Here, we shall simply note those terms that need to 
be added to the basic model. 

Surface tension can be accounted for by using, instead of p1 = p2 = p, the relation 
p1 = p, p2 = p + ~$~a/&~ (in l-dimension). With surface tension the basic model 
becomes well-posed, as shown in [28]. 

Heat conduction is included by replacing LT in Subsection 3.1 by 
Ll- + K(T, - T,). 

Viscosity of the individual phases is accounted for by adding pi(a2vi/&‘) to the 
right side of the ith momentum equation. One should also consider turbulent mixing, 
but this lies outside the scope of this paper. 

3.4. Practical Limitations 

In any set of averaged equations details of the interface between the phases are 
suppressed, by design. However, accurate modeling of interfacial transfer terms 
requires some knowledge of the interface. For example, the coefficient 1 in the friction 
(Subsect. 3.2) will certainly vary with the area of the interface. One could imagine 
having an additional differential equation describing the transport of average inter- 
facial area or of additional topological information, as in [29], but the idea has not 
been sufficiently developed to be generally useful. Current models use experimentally 
determined correlations for interfacial area as functions of the other dependent 
variables. These often involve flow-regime maps: the flow topology is assumed known 
in each region, e.g., bubbly in one region, stratified in another, etc. In each regime the 
results of experiments with the particular type of flow encountered are used to obtain 
the necessary correlations. This assumes that in application the flow regime is always 
fully developed. 

The use of flow-regime maps is an example of one compromise among many that 
must be introduced in order to obtain a working, useful code. These compromises 
severely limit the achievable accuracy of these codes. 

4.0. Limiting Cases 

The six (in one space dimension) partial differential equations of the basic model 
are a description of the nonequilibrium flow of two fields. In some applications it 
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might be known that partial equilibria exist, leading to simpler models. Some of these 
are presented below. 

4.1. Equal Velocities 

If the friction is very large, the two fields will move with nearly equal velocities. 
We may then approximate this by supposing that the velocities are identically equal. 
The two momentum equations must be replaced by the total momentum equation. In 
order to compute the speed of sound for this system it is convenient to rewrite it in a 
different form. Let 

P = UP, + (1 - a)p,, 

q=ap,. 
P 

Then the differential equations are 

arp + a,@u) = 0, 

p[alu + ua,u] + axp = 0, 

a,s, + uaxs, = $+-fJ r, 

a,s2 + ua,s, = 
1 

PA1 - 4) T* [ 
e,+k--L r, 

I 

This is a hyperbolic system; if each field is compressible then the characteristic 
speeds are u + c,, u - c,, u, U, u, where 

This has an interesting consequence. Suppose field 1 is air, and suppose field 2 is 
water. Then 

2 s< 0, ds 4 = 0, 
= 0, 9 =PpiIPz, 

> 0, 4= 1, 

so c:(q) has the form shown in Fig. 4.1. For q z p,/~~~ the speed of sound of the 
mixture is less than the sound speed of both fields. 
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FIG. 4.1. Mixture sound speed. 

If we consider air to be a gamma-law gas, then for an air-water mixture 

c,g dYPl41 -“)P** 

Since pz r 1000 p, , if a = i, 

1 
Cc Z xC,i,. 

4.2. Asyrnptotics and Drift Flus 

Consider a system of partial differential equations 

L(u) = 1Bu, 

where L is a nonlinear differential operator and B is a matrix of rank K < n (in the 
examples the rank of B is 1). Try 

Then 

L gfff uil-i+’ 
l-l 

Thus 

and 

Bu’=O 

L(u’) = Bu’. 

Let P be a projection onto the nullspace of B. The equations 

Bu” = 0, PL (u”) = 0 

determine the lowest order approximation u’. The next order satisfies 

L’(u’) y1 = Bu’. 

Then the equations 

L(u,) = Bu l, PL’(uO) u l = 0 
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have to determine ul. It is more convenient to combine the two approximations in 
one nonlinear problem. Let 

1Y = u” + (l/A.) u’, 

then 

Bw=~Bu’=~L(u”)=o --g. 
i 

l\ 
I 

Furthermore 

and 

0 =P L(uO) ++(uO) u1 
[ 1 

2 

=PL(W)SO f . 
( ) 

Therefore, up to terms of order 0(1/A)’ the original system can be replaced by 

PL(W) = 0, BW= (l/l)L(PW). 

EXAMPLE. Consider the momentum equations in the two-fluid model: 

Here, 
B(i) = (‘,I:). 

Take 

then 

PB=O, 

and r 

PL(W)=~@,u,v,+p2a,u,)+~@,rr,(o,)'+p,n,(o,)')+~=O. 

Using the continuity equations, L(PW) = AB W consists of the equations 
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or 

(4.2.1) 

This is the well-known drift flux approximation [ 13. It is the analogue of D’Arcy’s 
law for flow in porous media. 

The full drift flux model has five partial differential equations; the two momentum 
equations of the basic model can be replaced by the single equation 

using (4.2.1) to eliminate u2. Another form of this is as follows: Let 

fi= 
a#,~, +Pz~?u? 

ap + a/J ’ 

P= a,pl + a2p2, 

then 

or 

4.3. Homogeneous Equilibrium 

In this model, we assume that everything is in equilibrium at the outset. This 
means that v, = v2 = v, T, = T, = T, and 

(4.3.1) 

The differential equations are the single-phase gas-dynamic equations, for which we 
have to provide an equation of state, say p = p@, S), where p and S are the mean 
density and entropy, respectively. This is done as follows: We have 

and 

1 
q+- 

1-q -=- 
P PI P2 

S=qS,+(l-q)S,. 

(4.3.2) 

(4.3.3) 
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If we take p and T to be the independent thermodynamic variables for the individual 
phases, then Eq. (4.3.1) defines T as a function of p, the so-called saturation curve 
Then Eqs. (4.3.2) and (4.3.3) are solved for p and 4 as functions of p and S. 

The sound speed is ap@, S)/ap = ci. This is obtained by differentiating IZqs. 
(4.3.2), (4.3.3) with the respect to p. Noting that, from Eq. (4.3.1), (l/p, - l/p7j/ 
(3, - S,) = dT/dp, we get 

1 -- 
c;p* -q ( 

‘“l+f$!$) +(l-q)(+~T~~)‘ 
P: dp 

After some tedious manipulation with Maxwell’s relation, we find 

1 
q + 

jT$=p:c: ~+4(~)p[(~)p(-g-lI’ 

+(1-4~(~)p[(~)p~-l 

Thus ci < c: if (B,/ar), > 0. This is an example of the general situation that the 
equilibrium sound speed is not greater than the frozen sound speed [6]. Computations 
in 1301 show that this speed is as low as 10 ft/s for low values of q. 

II. METHODS 

5.0. Theoretical Considerations for Numerical Methods 

We now turn from the intricacies of modelling 2-phase flow, and consider the 
question of solving the differential equations for problems of practical interest. Of 
course, numerical approximate methods are the only practical choice. It may seem 
rash to solve a set of equations which are not known to be correct in detail. The 
effort is justified in many cases because numerical solutions yield information of 
practical value even admitting some uncertainty. More basically, numerical solutions 
help evaluate the uncertainty and improve the model. To achieve this, one must 
understand the numerical methods and their limitations. The numerical cart will not 
draw the physical horse, but both are needed. 

As in Part I, we consider flows with two continuous fields of velocity. To keep the 
discussion of methods as general as possible, we mention only the barest features of 
typical interfacial terms; varying the details of interphase exchange terms perturbs 
numerical schemes in a secondary way, and the first task is to master the left-hand 
side of the equations. Experience confirms this, since interphase exchanges are 
usually local in nature. The presence of exchange terms influences the basic design of 
numerical methods, but their particular form seldom does. Even the inclusion of 
virtual mass terms, which contain derivatives of the unknowns, usually amounts to 
variations on a theme, because the derivatives have the same form as the fluid 
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convection terms already present. If we concentrate on the left-hand side here, it is 
not because we are uncritically following the emphasis of Part I; on the contrary, 
experience with numerical schemes tends to confirm the wisdom of that emphasis. 

The equations whose numerical solution we will consider are 

atcfipi + v ’ aipivi = ri 

ataipiVi + V ’ ClipiViVi + CZiVp =Mi-Fi 

aaipiei + V * cli/JieiVi + p[atai + V ’ CXivi] =Li* 

(5.0.1) 

With emphasis on the terms on the left side, we assume for simplicity that the 
exchange term on the right (see Chap. 3) are algebraic functions of the principal 
unknowns, which we take to be a (one of the two CQ), p, the internal energies ei, and 
velocities vi. 

The major change in viewpoint from Part I is that we will give special 
consideration to multidimensional problems. To discuss only solution methods for l- 
dimensional problems would be seriously misleading. As is usual in solving partial 
differential equations numerically, the increased effort required to pass from one 
space dimension to two or three may require wholly different methods. As the 
difficulties increase, so do the benefits of clearly understanding the relation between 
problem physics and numerical methods. We shall see examples of this below. 

The equations for 2-phase flow above can be applied to a broad range of physical 
flow configurations. Some features of the solutions, for example, shock waves, may 
be significant in some applications and not in others. It is a vain hope that one 
method of solution will be best for all applications. Therefore we shall discuss the 
methods in several existing codes, indicating the physical conditions for which they 
are most appropriate. 

5.1. Scales 

To help sort out the various numerical methods it is convenient to identify three 
classes of physical phenomena contained within the basic 2-phase flow equations. 
These are interphase exchanges, fluid convection, and sonic propagation. Each has a 
characteristic time scale. The exchange terms often take the form: rate expression X 
deviation from equilibrium (mechanical of thermal). In this case the characteristic 
time is the inverse of the rate; for example, if the momentum exchange Fi included a 
drag force, 

atvi + ... =k(vj-vi)+ . ..) 
“iPi 

(5.1.1) 

characteristic time = aipi/k. For convection, the characteristic time is the time for 
either phase to move in any direction a distance equal to the grid spacing in that 
direction. For sonic propagation, it is the time for a small pressure disturbance to 
travel one grid step. 
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Efficient difference schemes are those in which computational effort concentrates 
on features of the solution which have practical significance. For example, in 
analyzing the sudden accidental depressurization of a nuclear reactor, rarefaction 
waves need to be followed through the core for a very short time to determine 
mechanical stresses. After the pressure waves die down, there is presumably no need 
for a numerical method which accurately resolves them. Thermal disequilibrium 
between phases is important near the break for a substantial length of time. 
Mechanical disequilibrium (i.e., flow separation) is not important anywhere in the 
reactor vessel until later times. The effects of convection can be ignored during the 
first instants. 

In a typical 2-phase flow problem the characteristic times might be of the order of 
10P5 s for interphase exchanges, lop3 s for pressure propagation, and 10-l s for 
convection. If these time scales applied to the early moments of the depressurization 
problem, where tracking pressure waves is important, we would apply forward (i.e,, 
explicit) differences to pressure propagation terms and compute on a time scale of 
10P3 s. Even though the details of convection are unimportant, there is no advantage 
to implicit (i.e., backward) convection differencing in this case. Interphase exchanges 
would probably be differenced implicitly if (as is usually the case) the resulting 
coupling of unknowns can be solved with modest computational effort. This would 
yield solutions with roughly correct disequilibrium (e.g., vi - v?) if the disequilibrium 
changes slowly. If rapid fluctuations in disequilibrium must be resolved accurately. a 
fully explicit solution would be needed, which could be costly due to the exceedingly 
small time step size imposed. 

The idea that Eqs. (5.0.1) represent several distinct phenomena is so useful that we 
will also write the two-fluid equations simply as 

w, + Ew + SW + Cw = G, (5.12) 

where w is a vector of unknown flow variables and E, S, C are operators describing 
the effects of interfacial exchanges, sonic propagation, and convection, respectively. 
This equation should be taken with a grain of salt, as the true equations are 
nonlinear; still the decomposition is meaningful and deserves a shorthand notation. 

For a closer description, let w = (r, q), where r stands for the state variables 
p3~yel,e,, and q stands for velocity vectors vi and v2; the mass and energy 
equations are 

rr + cr + sq + er = g, 

and the equations of motion are described by 

(51.3) 

qr + cq + sr + eq = g, 

where 

c=(; g, E=(; g, s=(Z ;). 





TWO-PHASE FLOW: MODELS AND METHODS 389 

option of using very fine grids to generate an exact solution. Even to estimate the size 
of errors due to numerical approximations may be difficult. For a given problem we 
expect there will be a mesh size yielding minimum error; but as the mesh is further 
refined, the symptoms of ill-posedness may be hard to identify in a complicated 
problem. 

A most important aspect of the stability question, both in modelling and in 
numerical methods, is this: Will a model describe the real physical instabilities which 
are important, without introducing uninteresting or spurious oscillations? To 
appreciate some of the unanswered questions about Eqs. (5.0.1) and ill-posedness, let 
us look at a real flow experiment [36]. Consider a half-inch thick box one foot wide 
and three feet high; an air-water mixture is injected in the middle of the bottom end 
and flows out either side near the far (top) end. The 2-phase flow in the box is bubbly 
and highly agitated. By recording averages over several minutes, void fraction 
measurements are taken at a number of locations. These space-time averaged values 
persist and are reproducible. 

Such a flow can be modelled using a semi-implicit finite difference method for Eqs. 
(5.0.1). Using roughly 100 mesh cells and 2 ms time steps, numerical solutions 
typically show fluctuations of the mass flow rate at the outlet (for steady inflow). The 
rate of oscillation is on the order of once per second. Computed solutions show no 
oscillation when the phase velocities are equal, but this would require unphysically 
large interfacial drag. Fluctuating numerical solutions can be averaged over time to 
give void fractions in fair agreement with the long-time averages recorded from the 
experiments. Figure 5.1 shows some of the computed oscillations in outlet flow rate 
for different interfacial drag forces (determined by a parameter analogous to bubble 
radius ). 

Among the questions raised are these: Does the real flow oscillate on the same 
time scale as the calculations? Are the oscillations periodic or aperiodic, or both? 
How sensitive are the calculated oscillations to mesh size, numerical convergence, 
and changes in modelling? How do power spectra from computations compare ,with 
experimental spectra of, say, acoustic noise? Are these transition scenarios observable 
by varying inlet flow rate in the experiment? If the oscillations are an artifact of the 
model, what specific changes in the differential equations are needed? Questions such 
as these are likely to be more productive than dry theory. 

6.0. Eulerian Finite DQj5erence Methods 

By far, the most common approach to solving Eqs. (50.1) numerically is a finite 
difference scheme on an Eulerian grid. In view of the complexity of the basic 
equations, not to mention the flow environment in a typical application, just to 
assemble a complete repertory of efficient low-order finite difference methods is a 
nontrivial goal. The essential issues are the choice of difference grid, the represen- 
tation of differences on the grid (particularly implicit versus explicit), and the method 
of solving the difference equations. 
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6.1. The Grid 

Efficient methods are most easily formulated on the staggered mesh, now almost 
universal in two fluid codes. As illustrated in Fig. 6.1 (for the case of the two space 
dimensions), the computational region is composed of rectangles, with integer grid 
points located in the center of each cell. Fluid state properties, such as density, 
internal energy: temperature, pressure, and void fraction have their principal point at 
the centers; values at cell faces are determined by interpolation. Velocity components 
have principal points at the midpoints of cell faces normal to them; u is the x 
component, u is the 4’ component. The generalization to three dimensions is clear. Ts 
minimize subscripts, we omit either index if it corresponds to the principal point. 

The staggered grid is particularly convenient for difference schemes where sonic 
propagation is treated implicitly. As we shall see, the equations for the unknowns 
then have a simple structure when the staggered grid is used. 

6.2. Semi-implicit Schemes 

A principle distinction among finite difference methods for 2-phase flow is the 
extent to which backward time differences are used. In differencing equations 
describing several phenomena, one need not hold to uniform backward or forward 
differences, but can choose term by term based on physical phenomena. One may 
treat say, interphase exchange implicitly while differencing convective terms explicitly 
if this gives a more efficient method. The main criteria are the characteristic times 
and the physical phenomena of interest, as discussed above. 

In compressible 2-phase flow problems not requiring resolution of shock or 
pressure waves in great spatial detail, it may be advantageous to apply backward 
differences to the terms describing sonic propagation. Since characteristic times for 
exchanges are usually as restrictive as sonic propagation times, exchange terms 
should be treated implicitly as well. For the moment we will examine methods 
implicit to this extent but explicit in the remaining terms describing fluid convection. 
Such methods are appropriate for a large number of problems, and were pioneered by 
Liles and Reed [37]. In the shorthand of Eq. (5.1.2), these methods solve 

(dt-’ fE + S) !4Jn+l = (At-’ - C) wn + c. 

To allay any fears that implicit differencing may fail for equations with complex 
characteristics, let us consider for a moment the model problem 

#t + (1 + ci) 4, + K$ = 0. 

r-&k++) “, 

Y 
l- 

(j-&k) (i;k) (if&k) u 

L1 

u 

x I(j,k+ 3 ” 

FIG. 6.1. A cell in the staggered mesh with grid point indices. 

(6.2,l) 
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Recalling the role of interfacial drag mentioned in Subsection 5.2, we include the 
damping term Kd. An implicit scheme for this equation is 

(4: - $7 ‘)/At + (1 + Ei)(# - dj”- ,)/,4x + K# = 0. (6.2.2) 

The amplification factor L for a wave having period mAx is given by 

1-l = 1 + (At/Ax){KAx + (1 + ei)[ 1 - exp(-iz/lm)]}. (6.2.3) 

For K = E = 0, the locus of A- ’ is on a circle outside the unit circle in the complex 
plane, and tangent to the unit circle at the point 1 on the real axis. (See Fig. 6.2, 

K = 0. 

EPS = 0. 

K = 0. 

EPS = .5 

K = 1. 

EPS = .5 

i 

FIG. 6.2. Locus of Eq. (6.2.3) relative to the unit circle. 
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where Ax = At = 1 is assumed, and m = l,..., 20.) Allowing F > 0 tilts this iocus about 
the point of tangency, throwing part of the locus inside the unit circle, which 
indicates instability. But for any E > 0, there is a value KAx > 0 above which the 
locus will be shifted outside the unit circle. That is, if Ax is not too small relative to E 
and K5 (6.2.3) suggests that the difference scheme (6.2.2) is stable for all At. Note 
also that for small kAx it is the long wavelengths which grow. 

The expected analogous result for Eqs. (5.0.1) in semi-implicit differences is 
established in [35]. 

Now let us describe the semi-implicit difference equations in two dimensions; the 
extension to three dimensions is straightforward. Keeping in mind that sonic 
propagation and phase change are treated implicitly, convection exphcitiy, the 
difference equations for mass conservation are 

where n + 1 and n are new and old time levels, respectively; the brackets indicate 
mass flux differences between the cell faces at j + l/2 and j - l/2, for example. 
Remember that i indicates the phase;ps and k’s may be suppressed according to our 
principal point convention. Clearly it is convenient to identify the mass flux across 
cell fact j + l/2 with (j + l/2, k), the principal point of ui ; likewise for vi and cell 
face k + l/2. The locations of czipi in the mass flux differences, which are ambiguous 
in the above difference formula, are determined by donor cell rules. It has been found 
by experience that central differences result in numerical instability for 2-phase flow, 
even though this is not necessarily true for single-phase flow. 

The mass flux differences have aipi at time n, but ui, L’! at time n + I. The 
reasoning behind this is clarified by considering 

The derivative of aipi would make no contribution if ui = 0, which is the case of no 
convection; so the oipi difference describes the effect of convection and is differenced 
explicitly, The ui and ui differences propagate pressure waves, as can be seen by 
applying 3, to 

and a, to 

pat24 ta,p= .‘.. 

Subtracting the two results and recalling that ;ip/ap = c-‘, we obtain a wave equation 
for P, 

c-?a,,p- a,,~ = ...* 

C81;56!3-3 
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To appreciate the convenience of the staggered grid, notice that on the left side of 
the mass difference equation (6.2.4), all new time unknowns appear at their principle 
points because of the staggered grid. The same is true on the right side; I- is required 
at the cell center where the most influential variables u, p, e, have their principle 
point. (If cell centered new time velocities appear in r, they can be written as 
averages of cell face values, but the dependence of r on velocities is usually not so 
strong as to require new time values for stability.) 

The above argument for obtaining a wave equation also cues the selection of 
backward differenced terms in the momentum equations 

(“iPi)j+ 112 Cur+’ - uY) + convection terms + $ (cQ)~+ ,/? [pn+‘l::+’ 

= At(M; - F;)jn+f& (6.2.5) 

and similarly for ui. We have changed the form of the momentum equation using Eq. 
(3.1.4) which alters Mi. The convection terms are all explicit, involving donor cell 
rules. On the left side we again see that the n + 1 time unknowns appear at their prin- 
cipal points. The right-hand side will be discussed presently. 

Finally, the energy equations can be differenced in a manner entirely analogous to 
the mass equations. Notice that the difference scheme would strictly conserve mass 
and energy if the difference equations were solved exactly; this is important for flow 
in a closed system. 

The resulting set of difference equations (with the equations of state substituted in) 
gives eight equations for the eight unknowns on+‘, pn+‘, ey+*? uy+‘, oy+l. The 
nonlinearities in these equations are relaively mild due to the explicit differencing of 
convection. The main difficulty in solving these equations comes from the spatial 
coupling of each node to its neighbors and hence inductively to all other nodes. The 
larger the time step size, the stronger is this spatial coupling. The equations are most 
efficiently solved by observing that, under very reasonable assumptions, the spatial 
coupling can be expressed solely in terms of the pressures. 

Such a simplification can be achieved in the same way the wave equation for p was 
obtained above; the mass and momentum equations were combined to eliminate 
velocities. The condition for doing this with the 2-phase difference equations is that 
each momentum equation involve only the velocities at one cell face and the 
neighboring pressure. This in turn limits the n + 1 level unknowns which may appear 
in iV.fp to u;+i and p”+‘, with all other variables at time n. In practice this is usually 
adequate to insure a stable difference scheme; a common example is the interfacial 
drag expression, a function primarily of v1 - vq. 

If this restriction is appropriate, then the x-momentum equations may be combined 
to give expressions for each ui separately in terms of the neighboring pressures. 
Similarly, the y-momentum equations combine to give expressions for the ui. 
Substituting the expressions for ui at j & 4 and for ui at k f + into the mass and 
energy equations eliminates all velocities, leaving in each cell four equations for 
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a, p, ei at the cell center, and the surrounding pressures. By combining these in each 
cell, a and the e, can be eliminated, leaving a relation among the five pressures. In 
short, one finds the solution of 

(dt-‘+e)r”+‘+sq”+‘=(dr-‘-c)r”+g 

(dt-‘+e)qn+l+srn+‘=(fl-l-c)qn+g 

by inverting (dt- 1 + e), (At-’ + e), and substituting the second equation in the first 
to obtain 

[l-(Atp’+e)-‘s(At-‘+e)s]r”+‘=.... 

The easiest way to compute this reduction is first to linearize the difference 
equations about some guessed solution. The reduction then proceeds by diagonalizing procD 3  Tr -0.17r.en solution. to 

2 and 4 X 4 matrices for each mesh cell. This could be done by Gaussian 
elimination, but an absent phase could require pivoting, which can be avoided by 
using 2 x 2 matrix inversions. The final pressure equation is a j-point difference 
equation which is elliptic. This is natural, since to solve an implicitly differenced 
wave equation also requires solving an elliptic problem at each time step. In fact, the 
pressure equation obtained from the 2-phase difference equations is of the form 

v2p+ (cLq2p= ..I) (6:2*6) 

where c is a real quantity identifiable as a sound speed. It is the speed of pressure 
pulse propagation in the 2-phase mixture taking into account the effects of interphase 
exchange processes. For example, in the case where only drag-type momemum 
exchange occurs, one can algebraically perform the reduction to (62.6) and 
identify [ 391 

i 

a, +k2 

“= p,(l+k,+kd 

where k, and k, are ratios of AC to the characteristic times for velocity relaxation (cf. 
Eqs. (5.1.1)). In the limit of no momentum exchange, this approaches the sound 
speed suggested by the two (real) sonic characteristics of Eqs. (5.0,lj. On the other 
hand, for Iarge k,, k,, that is, k = alp1 k, = a1p2k2-’ co, the expression above tends 
to the sound speed of the equal velocity model, cf. Eq. (4.1.1 j. One could similarly 
work through the reduction for a simple phase change rate expression, and show that 
it too influences (6.2.6). 

The reduction to an elliptic pressure problem is doubly advantageous. The number 
of unknowns is sharply reduced. And the reduced problem is a familiar one for which 
a number of powerful methods are available. 

Once the pressures are obtained, and the other unknowns determined from them, it 
may be necessary to linearize the difference equations about these new values of 
a n+1 

?P ” ‘, etc., and reduce again to solve a pressure problem. The resulting Newton 
iteration usually converges in a very few tries. 
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The method just described was originally devised for the nuclear reactor safety 
analysis code TRAC [8]. If its birth certificate is Liles and Reed [37], a fuller 
biography appears in [39]. The method has since been adopted by several other codes 
because of its efficiency and robustness. The time step size must be smaller than the 
characteristic time for convection, but if that limitation is acceptable and the problem 
admits no simplifying assumptions (such as in dilute gas-particle flows), it is the 
method of choice. Note that the limit on time step size means there is no direct way 
of computing a steady flow; a transient calculation must be run with constant forcing 
terms until the flow becomes steady. In some cases this is very time consuming. 

There are two further difficulties with the semi-implicit method just described. One 
is the numerical diffusion introduced by donor cell differencing; for an understanding 
of this phenomenon, see [64]. This has the effect of smearing step pulses, either in 
void or pressure, which may enter the calculation. As seen in the conceptually simple 
example of a shock hitting a fluidized bed from above, there are open questions about 
physical dispersion which are just as important as the numerical questions. Since the 
sonic characteristics of the basic model are real, one expects the numerical difficulties 
to be surmountable for shocks, although for void fronts the ill-posedness might 
complicate matters. 

The second difficulty with the semi-implicit technique is water packing. This is a 
phenomenon described in [61] whereby artificial pressure spikes appear at a mesh 
cell just as it fills with a nearly incompressible phase. In practice such spikes are 
suppressed by an ad hoc procedure setting the compressibility artificially to zero 
when a cell nears the filling point. In some situations this could, for example, destroy 
a coincident physical pressure pulse; but usually where pressure waves are important 
an explicit scheme will be used. Another palliative could be the use of fully implicit 
differencing. 

There is an alternate procedure for solving the same set of semi-implicit difference 
equations, embodied in the computer code K-FIX [40]. This procedure does not 
employ the reduction to a pressure problem, but instead performs repeated Gauss- 
Seidel sweeps over the mesh cells. In each sweep as each cell is visited, all eight prin- 
cipal unknowns are recomputed. This is accomplished in the following way. For a 
typical cell, suppose cells to the left and below have already been visited. Assuming 
the pressure in the current cell equals its value from the previous sweep, the velocities 
across the bottom and left faces can be updated by solving two pairs of momentum 
equations. Using these newly found velocities on two sides, and taking prior sweep 
values for the right and upper face velocities, one then has four mass and energy 
equations for the four unknowns void fraction, pressure, and internal energies of this 
cell. Solving these gives new values, including a new pressure used in the next step to 
update velocities between this cell and the next, and so on. 

A little reflection shows that this procedure gives essentially the same results as 
would be obtained by applying Gauss-Seidel iteration to the pressure problem as 
derived previously. An immediate consequence is that Gauss-Seidel sweeps with 
either method converge more slowly as cAf/Ax increases. Since the point of semi- 
implicit differencing is to permit At % Ax/c, slow convergence would be expected with 
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either solution procedure. In this case the pressure reduction method of solution 
shows its double advantage: the difficult spatial coupling problem is simplified (one 
unknown per cell instead of eight or ten), and more powerful techniques can be 
applied (the problem is elliptic). Of course, certain acceleration techniques can be 
adapted to the &unknown sweep method (overrelaxation and multigrid 1411 are 
examplesj, but the same improvements are more straightforward and more efficient 
with the reduced pressure problem. 

Another variant of semi-implicit difference solution deserves mention, although it is 
currently used only for problems involving more than two phases and material 
components. The SIMMER code [42] for fast reactor accident analysis models three 
phases of half a dozen material components. In this case the reduction to a pressure 
problem would involve costly inversions of large matrices in each cell. To speed the 
computation and save storage, the phase change and sonic propagation terms. 
although both differenced implicitly, are solved in SIMMER in a way which is not 
completely coupled. Essentially, the interphase mass and energy exchanges are solved 
in a first fractional step which treats each cell isolated from the others; that is. the 
exchanges are coupled to one another within each cell. but pressure propagation to 
neighbor cells is suppressed. Then in a second fractional step, the interphase exchange 
rates are fixed at the values determined by the first fractional step, and a pressure 
propagation problem is solved. 

This is a type of fractional step method [43] in which the physical phenomena 
treated in each step are allowed only l-way coupling, from each step tfo the 
succeeding one. At no point are the two sets a phenomena solved with 2-way 
coupling, so that each can influence the other simultaneously. It is always possible to 
imagine a situation in which a l-way coupled fractional step method would fai! to be 
accurate. In the case of the SIMMER approach, consider a liquid-vapor mixture in 
each of two adjoining cells, such that cell A is experiencing evaporation while cell B 
has no phase change. Suppose cAt s Ax, so the pressures in each cell are approx- 
imately equal at time n and at n + 1. We assume constant liquid density, saturation 
vapor density, and liquid phase 2 much denser than vapor phase 1: then the effect of 
phase change on total void fraction (r = c~i is negligible compared to the effect on 
vapor density, and the semi-implicit method essentially solves 

where r, is the phase change rate in cell A. Now suppose r, is proportional to the 
departure of cell A conditions from saturation values corresponding to pntl, and that 
~7” - p: is proportional to p”+ ’ - p* ; then the phase change rate is limited by 
pressure buildup. If r,4 is large, the resulting compression increases p”” which in 
turn cuts off the phase change. If r,, is the initial rate corresponding to pressure B” at 
time n, and Ap, is the amount of pressure increase which would completely throttle 
phase change, then 

P n+ l - pn = [Api + (a,4 + aB)/c2 At To>]-’ 
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would be the result of solving in a completely coupled manner. However, with a frac- 
tional step treating cell A in isolation, the sum c(~~ + a, in the above expression is 
replaced by uA alone. That is, cell A would build up pressure not knowing that the 
vapor region in cell B is available to relieve the pressure. If a.4 < (Ye, the error thus 
introduced would be substantial. Of course, in the second fractional step in 
SIMMER, the pressure buildup is relieved by propagation to cell B; this changes 

P ntl but no correction of r, results. Similar errors could be incurred in computing 
condensation. The impact of such inaccuracies on practical computations has 
apparently not been studied. 

It should be emphasized that the same potential for inaccuracy exists in any frac- 
tional step method based on l-way coupling. The idea is important because fractional 
step methods have also been used to extend implicit differencing to the fluid 
convection terms. These fall into the second of the three broad types of finite 
difference schemes we shall discuss. 

6.3. Fully Implicit Schemes 

For problems where the flow is expected to change only very slowly with time, it 
may be possible to obtain adequate information from an approximate solution based 
on very large time steps. This would be advantageous if a reliable and efficient means 
could be found for solving difference equations treating all terms-exchanges, 
pressure propagation, and convection-by backward differences. Unfortunately, the 
state of the art is less satisfactory here than in the case of semi-implicit (convection- 
explicit) schemes. 

It is not surprising that this is the case. Just to backward difference the momentum 
convection terms would greatly complicate the structure of the difference equations to 
be solved. Unlike the semi-implicit scheme, there would be no procedure for reducing 
to a pressure problem by steps which are both local and precise. The fully implicit 
momentum equations always involve velocities at several nodes, and so cannot be 
used to eliminate individual velocities. Direct inversion of the fully implicit equations 
is practical only for l-dimensional problems. Tractable methods have also been 
devised under very restrictive assumptions on the flow configuration, such as equal 
velocities for the phases plus one component of velocity positive at every point 
[44-481. (The latter condition is sometimes referred to as parabolic flow.) 

Before proceeding, we want to recall that fully implicit schemes are the kind which 
most clearly show the difference between one and two or three space dimensions. For 
l-dimensional problems, one can simply solve the fully implicit difference equations 
by a global Newton’s method with direct inversion of the Jacobian. The direct 
inversion can be performed by Gaussian elimination, with pivots carefully chosen 
according to the local direction of flow. If this is done, the computing cost per cell 
and time stop is roughly twice that of the semi-implicit method. For more than one 
dimension, direct inversion is not practical, and there is no obvious, affordable 
inversion method. 

To avoid a frontal assault on the problem of solving fully implicit difference 
schemes, fractional step methods have been tried. The equations can be split into 
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fractional steps by spatial coordinate or by physical phenomenon, or both. A splitting 
by spatial coordinate would mean separating 

s=s,+s,, c=c,+c,,, 
where S, includes all terms which propagate sonic disturbances in the x direction. 
etc. One might then solve 

(At-‘+E+S,+ C,,)w”+‘= (At-’ +E)w* +G. 
(6.3.K) 

The final result is numerically stable provided each step uses a stable scheme; what is 
not certain is the accuracy of such a scheme. Splitting by spatial coordinates has 
been tried on many multidimensional partial differential equations, often with the 
result that accuracy is rather poor for disturbances which propagate skew to the coor- 
dinate axes. For two-fluid equations one would expect this problem to be especially 
severe, since for time steps large enough to justify implicit treatment of convection 
the sonic coupling across the flow region would be exceedingly strong in a!! 
directions. The difftculty is greatest when the flow region is not a rectangle [49]. To 
our knowledge, spatial splitting is not used for practical two-fluid problems, even 
though the computational effort to solve successive l-dimensional steps wouid be 
quite reasonable. 

All this suggests that a more productive approach would be to split by physica! 
phenomena as well; one of the fractional steps could solve sonic propagation 
implicitly in all directions, with further steps involving implicit convection terms. 
possibly split by spatial coordinate. Such a method [38 j has been used to overcome 
the-convection limit on time step size in one direction only. This is advantageous if 
velocities in one (axial) direction are larger than transverse velocities. The method 
involves two fractional steps, the first a semi-implicit one, 

(At-’ + E + S) p$‘* = (At-’ - C) I!‘” + 6. (6.32) 

where At may violate the Lewy condition in the .z direction. The second step is an 
axial stabilizing correction 

which, as it turns out, decouples to a set of l-dimensional fuily imphcit difference 
equations. The combined steps are stable if the transverse Lewy condition is 
respected. This method was shown to be very accurate on a realistic test problem and 
capable of handling flow recirculation (unlike the parabolic methods). Since the I- 
dimensional fully implicit problems consume by themselves somewhat more 
computing time per mesh cell than the semi-implicit step, this method will be advan- 
tageous if the greatest axial velocity is more than twice the greatest transverse 
velocity. 
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The l-dimensional stabilizing correction could be readily augmented by further 
steps to stabilize the other coordinate directions. This would more than likely yield a 
fractional step method stable for all time step sizes, but the computational effort per 
time step would be several times that of the semi-implicit method. This being the 
case, a l-step fully implicit scheme may again seem worth attempting. It should also 
be noted that for multidimensional problems fractional step methods do not converge 
to a steady state dramatically faster (per unit of computational effort) than the semi- 
implicit scheme. 

Another fractional step method which splits off convection was devised for I- 
.dimensional problems in [50]. In the shorthand of equations (5.1.3), (5.1.4) it could 
be described as 

(At-~’ + c + e) q* = At-’ q” - sr’l + g, 

(At-’ + e) q”+’ +sr*=Ll-‘q”-cq*+g, 

(At-’ + e) r* + sq”+’ = (At-’ - c) r” + g, 

(At-’ + c) Y”+’ = (At-’ + c) r*. 

(6.3.4) 

The first and last steps stabilize convection of momentum and of mass and energy for 
large At; the middle equations constitute a semi-implicit step. This method, christened 
the stability enhancing 2-step method, is hardly more costly than the semi-implicit 
method. Although stability conditions have not been proved, it is claimed, on the 
basis of much experience, that this 2-step method is stable for all At, and reasonably 
accurate for all but a few applications. 

It is not hard to imagine generalizing this to more than one space dimension. In 
fact, such a generalization has been studied [51]. To date, there is unfortunately no 
description of the results available in the literature. 

Finally, let us consider l-step fully implicit solution of (5.0.1). Substantial efforts 
have been made to find an efficient method of solving fully implicit difference 
equations, in particular by Spalding [52]. Equations (5.0.1) are differenced on a 
staggered grid just as for the semi-implicit method, except that convection-related 
terms are differenced backwards in time. Spalding’s method generalizes a very 
successful method developed for fully implicit single-phase flow [53]. 

The two-fluid generalization, like the single fluid method, alternates at each time 
step between improving the conservation of mass and improving the conservation of 
momentum. The former is achieved by combining linearized mass conservation 
equations with the sonic propagation part of the momentum equations, leading to a 
problem involving pressures only. The resulting pressure problem has, to our 
knowledge, not been analyzed for its physical content. 

Like the semi-implicit scheme, this fully implicit scheme can be iterated, with the 
fully nonlinear equations used to compute mass and momentum imbalances for the 
next cycle. However, one fully implicit cycle consists of two separate steps trying to 
achieve distinct ends, and in practice the iterations do not converge (even for a single 
phase) unless modified. This is achieved by underrelaxation. In the single phase 
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computations, only one or two underrelaxation parameters are needed, with good 
values chosen on the basis of convergence analysis [54 j. In the 2-phase case, a 
greater number of underrelaxation parameters seems advantageous, but there is no 
supporting convergence analysis. Solutions are obtained by ad hoc experimentation 
with the underrelaxation parameters. Much experience in this vein has been gathered, 
Those who urgently need a general, fully implicit solution procedure may want to 
follow that path. 

Another approach is suggested by the single-phase convergence analysis of 
Wachspress. To paraphase [54], we wish to solve 

or. more specifically, 

r, + cr + sq = 0, 
(63.5) 

qr+cq+sr=g, 

where IQ= (r, q) and r stands for either pressure or density (assuming isothermal 
conditions), while q stands for the single-phase velocity vector. The implicit difference 
equations are 

(At-’ + c) Pf’ + sq”f’ =d[-‘f.n* 

(dt~~+C)qn+‘+srn+‘=~t-~q”+g, 
(63.0) 

TO solve these, let estimates P*, q* of P” “, qni ’ be given, and correct them by 
amounts 6r, 6q found by solving first 

dt~16r+s6q=dt-1(r’*-r*)+cr*+sq* 

(d+dtp1)6q+s6r=0. 
(6.3.7) 

(In 1541, At-’ is zero.) This step corrects pressures and velocities to give zero 
residual in the mass equation, while satisfying an approximate momentum condition. 
Here d is the diagonal part of the operator c. This first step gives an elliptic equation 
for the pressure propagation. 

The resulting correction is underrelaxed to give new estimates of r”“. The 6q are not 
underrelaxed, but are used with the new rn+’ in a more complete momentum equation 

+d-d+At+’ (q”+dq)+g 
1 

to be solved for qntl. This equation includes an underrelaxation of the q’s by the 
factor a. This completes one iteration. Using the new estimates of r”+ ‘, q”+ ‘, we may 
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return to solve (6.3.7) anew, and so on. Wachspress [54] analyzes the convergence of 
this process showing that if the underrelaxation factor applied to 6r and the a of 
(6.3.9) are the same, a value slightly less than f will give convergence. We note that 
the same analysis also works if the two underrelaxation parameters are unequal, 
which appears to be advantageous. 

Can this scheme, and the supporting convergence analysis, be generalized to Eqs. 
(5.0. l)? The appearance of the elliptic problem (6.3.8) suggests they can. We propose 
the best way to do this is to replace (6.3.7) by the two-fluid sonic propagation 
problem solved in the semi-implicit method. We can illustrate this merely by 
changing notation: let r now stand for the two-fluid state vector (p, a, e,, e,) and q 
for the two-fluid velocity vector. We obtain 

(dtP1+e)6r+s6q= . . . . 

(dt-‘+d+e)6q+s&=O 
(6.3.10) 

in place of (6.3.7), or 

[l-(dt-‘+e)-‘s(dt-‘+d+e)-‘s]6r=..., (6.3.11) 

which, as we know from Subsection 6.2, is fully equivalent to an elliptic equation 
representing the effect of sonic propagation with phase coupling. Note that the two- 
fluid technique of [52] also solves a pressure correction equation similar in 
appearance to (6.3.8); but it represents pressure propagation neglecting the effect of 
phase coupling. 

By including phase coupling in the pressure correction step (6.3.11) we generalize 
(6.3.8) to a problem for the generalized r vector which is fully equivalent to an 
elliptic problem (for p only). We can then hope that the convergence analysis of 
Wachspress [54] will be applicable. It remains to generalize Eq. (6.3.9) for q”+’ to 
the dual velocity field, which should be feasible. It would seem preferable to respect 
the phase coupling here as well. Notice that the iteration steps we propose are quite 
similar to the fractional steps (6.3.4). 

6.4. Explicit Schemes 

Forward differencing of the terms affecting sonic propagation is certainly 
appropriate to problems where shocks must be considered, as well as to problems in 
which disturbances propagate at very high speeds without forming shocks. An 
example of the former is the particulate-laden rocket exhaust plume [55], while the 
latter is exemplified by the interior ballistics problem, i.e., the detonation of an 
artillery charge inside a gun barrel [56]. Large computer codes have been written to 
study 2-phase flow in each of these applications. 

In both applications, the basic finite difference scheme is used in the MacCormack 
scheme. In the rocket exhaust application, where shock capturing is all-important, the 
equations are differenced in conservative form. External and internal boundary 
conditions in both applications are determined with the aid of characteristic 
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procedures. In the rocket exhaust case this is possible because the dilute particle 
assumption is used and the equations are hyperbolic. In the interior ballistics 
applications, the form of Eqs. (5.0.1) is retained in finite differences, that is, the 
pressure gradient acts on each momentum field in proportion to its volume fraction; 
but boundary conditions are determined using “pseudo-characteristics” computed as 
if the pressure gradient were absent from the solid phase momentum equation. 
Implicit differencing is employed for energy and momentum exchange terms in the 
interior ballistics problem, to avoid time step limitation due to tight interphase 
coupling. No mention of implicit exchange terms is made in the description of the 
rocket exhaust calculation method; presumably the rate constants for exchanges are 
not so large as to impose limits on the computations. 

Another feature of both computer codes is the use of several connected 
computational zones in which the equations may be simplified in different ways. Such 
multiple zones are not uncommon in production codes. To date, the specification of 
different approximations in various zones has usually been done before the 
computation begins. More flexibility might be achieved if the code could determine 
the boundaries between zones dynamically as the computation proceeds. Such an 
approach will undoubtedly come into use if ways can be found to implement it 
without disproportionate overhead cost. 

7.0. Other Methods 

Although Eulerian finite difference methods are currently the most widely used, 
other methods do exist. Among them are the method of characteristics, hybrid 
Eulerian-Lagrangian methods, and weighted residuals. 

7.1. Method of Characteristics 

A few approaches appear unlikely to succeed with Eqs. (5.0.1) at all. The method 
of characteristics seems to be ruled out entirely because Eqs. (5.0.1) are not hyper- 
bolic. This could be circumvented. By reverting to a 2-pressure equation set. hyper- 
bolic equations can be obtained whose characteristic velocities include those of the 
corresponding single-phase equations. Whether or not this result is theoretically 
interesting, it is little consolation in practice. For gas-liquid flow applications, where 
the single-phase characteristics have at least a microscopic meaning, we know that 
sound may propagate at a speed much lower than the speed of sound in either phase 
separately: recall Fig. 4.1. The liquid sound speed plays no role unless the gas is 
nearly absent. A method of characteristics solution of 2-pressure equations would be 
most severely constrained by the liquid sound speed, which is usually the feature of 
least practical interest. 

A second instance of circumventing the nonhyperbolicity of Eqs. (5.0.1) occurs in 
the study of dilute gas-particle flows. In this application it is unclear how one assigns 
a pressure to the particle field; in practice the pressure gradient in the momentum 
equations is assigned wholly to the gas phase, and omitted from the particle phase 
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momentum equations [57]. This appears reasonable since the volume fraction of the 
gas phase is very close to unity. If this is done, the equations become hyperbolic with 
characteristic velocities equal to those of the gas phase alone, plus a multiple charac- 
teristic velocity in the direction of particle motion. With this form of the equations, 
the method of characteristics has been applied, for example, to quasi-steady flow of a 
particle-laden rocket exhaust plume [58]. This steady 2-dimensional problem is 
equivalent to a transient problem in one space dimension; even in this case, the 
complexity of shock patterns favors shock capturing techniques, and the use of finite 
difference methods is growing rapidly. 

7.2. Lagrangian Methods 

Some methods, like the use of stream function or Lagrangian grids, collide head-on 
with the postulate of two separate fields defined throughout the flow region. 
Apparently no two-fluid stream function has yet been proposed. A purely Lagrangian 
method would be cumbersome at best, but there are instances of hybrid Euler- 
Lagrange finite difference methods in 2-phase flow. One is a generalization of the 
particle-in-cell (PIC) method [59]. For a problem involving a shock wave in a gas 
impinging on a fragmented solid, the method substantially reduced numerical 
diffusion of the shock wave when compared to standard Eulerian finite difference 
solutions. However, more often in 2-phase flow applications the present state of 
uncertainty in detailed modelling makes it hard to justify highly accurate solution 
methods. 

Another hybrid scheme which has been highly successful is the PSI-cell method for 
dilute gas-particle flow [57]. As mentioned above, the equations used are different 
from (5.0.1) in that the action of the pressure gradient effects the gas phase only. This 
method iterates between solution of the gas phase flow on a Eulerian grid and 
integration of the particle state along trajectories. During the particle trajectory 
calculation, the gas flow is assumed stationary; when the gas flow is recalculated the 
particle motions are left fixed. Since the particle motion is determined mainly by the 
gas flow, the method should converge rapidly if the effect of the particles on the gas 
flow is slight or moderate. Although this method is special to the case of dilute gas- 
particle flows, it is also in a sense more general than Eqs. (5.0.1), since it can 
describe, for example, an upward spray in which some particles shoot upward past 
neighboring ones which are falling back down under the influence of gravity. 

The literature on gas-particle flows is extensive; fortunately the recent survey paper 
by Crowe [57] covers this subject in depth. The hybrid methods developed for dilute 
gas-particle flow have been extended to gas-particle flows with heavy particle loading 
[62]; for this difficult problem it is not obvious whether one should prefer hybrid 
schemes or purely Eulerian methods. 

7.3. Weighted Residuals 

The asymmetric weighted residuals (ASWR) method [60] offers an alternative to 
finite difference schemes. Similar in spirit to a finite element method, ASWR develops 
spatial approximation by expanding the solution in a finite-dimensional space of test 
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functions, and requiring that the differential operator applied to this expansion vanish 
in a weighted integral sense. The integration weights are chosen from a finite- 
dimensional weight function space which is different from the space of test functions. 
If the test functions are denoted by (vi} and the weight functions by {#j}. one seeks 

w(x, t) = c c,(t) Vi(X), 

such that 

for each $j. This method has been implemented for equations like (5.0. I) using a set 
of test functions made up of linear and quadratic tent-shaped functions at each of the 
Eulerian nodes and a weight space composed of both characteristic functions of grid 
intervals and Dirac delta functions. In the test space, a staggered grid is used, so that 
velocity fields have their test functions centered about grid points which are displaced 
from the centers of fluid material property test functions. 

With the test and weight spaces chosen appropriately, the weighted integrals should 
give exactly enough conditions to determine the coefficients ci as solutions of a set of 
ordinary differential equations; the ODE-solver used for this purpose distinguishes 
between equations requiring implicit or explicit solution. The method has been 
applied to a number of l-dimensional problems. and to muitidimensional problems 
via fractional steps split by spatial coordinate. 

The ASWR method is claimed to be more accurate and efficient than finite 
difference methods for l-dimensional problems. Discontinuities and shocks can be 
computed more accurately. The ASWR method is, like the finite difference schemes, 
subject to the water-packing effect [61]. wherein anomalous pressure spikes are 
computed as a phase boundary moves across an Eulerian mesh cell boundary. This 
problem has been corrected by introducing discontinuity tracking [63]; although this 
produces excellent results in one dimension, it is not an approach well-suited to 
multidimensional problems. 

Ultimately, the usefulness of ASWR and other possible higher order methods will 
be determined by how much accuracy can be justified from the modeliing of 2-phase 
flows. 

APPENDIX 1 

The basic model has the form 

We will show that A has some complex eigenvalues. The most convenient choice for 
:Y is 

R’= (p,a,u,,u,,S,,SJ. 
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The equations of state are 

and 

Pi = Pi(P7 sj>9 

Then the system becomes 

Clearly, two eigenvalues of A (roots of det(A - 11) = 0) are A= ur and A = u2. It is 
straightforward to show that the other four satisfy the quartic equation 

(4 - (v2 (4 + 6j2 - PIa,@ - 6)’ -p2al@ + 4’ = 0, 

where 

4 = r-y1 - +<z.l, + u,)), 

r= 

and 

Let 

6 = (u, - uJ2r. 

for real 4, G(4) > 0, F(4) > 0, and F(d) = F(-S) = 0. 
Since F increases more rapidly than G as 1$1+ co, there are always at least two 

real solutions of F(4) = G(4), (a # 0). There will be a multiple real root if there is a 
real @,, such that F’(g) = G’(,#,), F(4,) = G($,); this occurs if 

46’= [@1a2)1’3 + @2a1)“3 13. 
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There are two complex roots if 

0 < 4fY < [@1a,)‘~3 + tpzay3j3, 

or 

2 2 

This result was incorrectly stated in the original version of [34]. The revised 
version contains the correct expression. A derivation is also given in [ 181. 
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